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### 本篇论文的局限

本篇论文的所讨论的问题都是基于平衡二叉树的问题，包括了新的rank-balanced tree 的理论体系，以及提出wavl并证明其高效性。本文的局限也在于此，虽然这一理论分类了平衡二叉树使其定义上变得统一，复杂度分析上更简化，也稍微提高了平衡二叉树的效率，但始终没有解决平衡二叉树本质上的缺点，就是平衡树的高度最好情况下也是 log2n，其中n是平衡二叉树的节点的个数。平衡树的在计算机领域的使用主要是在数据库中索引的建立上，索引是庞大的，往往不能直接储存在内存中，所以引索也同样是储存在外存之中的。我们还知道外存的访问消耗的时间远远大于内存访问的时间消耗，而对于一个引索，读取磁盘的次数是和引索的高度成正比的，也正因为如此，现在的数据库中所使用的也不是红黑树而是B树B+树之类的多叉平衡树，因为相比之下平衡多叉树的高度远远小于平衡二叉树的高度，所以减少了外存访问的次数，增加了引索访问的效率。

### 基于本篇论文的想法

本篇论文用rank理论统一定义了常见的平衡二叉树，我们也可以用rank类似的定义平衡多叉树。比如三叉树的情况，需要注意的是因为多叉树有多个指向其孩子节点的指针，所以我们每个节点需要储存不止一个关键字来划分指向孩子的指针。

(1)：所有空节点的rank为0

(2)：叶子节点的rank为1

(3)：非叶子结点的rank为其所有子树的rank的最大值

(4)：所有节点的子树的rank差为0或1

(5)：子树数目不足3的节点尽量在树的底层

从如上的定义我们可以知道，所有叶子节点的高度差为0或1。每次查询的复杂度为log2n到log3n。并且相对于平衡二叉树，这种平衡多叉树有更低的高度。

插入操作：插入的节点会在树的底层，如果破坏了树的平衡性，我们自底向上的维护失去平衡的子树。

删除操作：删除节点可能会影响树的平衡性，如果树失去平衡时，我们从失去平衡的点向下维护树的平衡性。

在树失去平衡之后，多叉平衡树调整的复杂度远远高于二叉平衡树，下面简单讨论了简单的减少多叉平衡树调整平衡的出现次数。

### 多叉平衡树插入和删除的优化方案

对于一个平衡多叉树的插入和删除操作，相比于二叉树来说消耗是非常大的。

**删除操作**：

我们可以通过给标记节点设置标记的方法来对节点进行删除操作，这样就会避免频繁的调整树的平衡带来的时间消耗。

**插入操作：**

我们可以用删除操作同样的思想，就是在建树的时候，为树中加入一些空节点，这样在插入的时候我们就不需要频繁的改变树的高度，减少其带来的时间复杂度的消耗。如果发现当前子树中没有空节点可供使用时，尽量在其兄弟之间进行调整来得到课存放的空间，再考虑重新增加树的高度。

对于什么时候空节点过多需要调整树，建树时又应该留多少空节点则可以根据实际的需要来确定。

例如：预计的操作插入较多，而删除的可能性比较小，那么新建树时空节点的数量应该多一些，并且没有必要因为空节点过多而调整树；预计的改动可能较大，那么就应该确定一个需要缩小树高度的对应空节点的值。

通过这样的方法，我们就避免了二叉树磁盘访问过多，而多叉树调整平衡的时间消耗过大的问题。

虽然空节点过多时会带来额外的时间消耗，但是这点时间消耗是可以接受的，因为额外的时间消耗是对数的增长率增加的，并且对数的底数可以控制得非常大，所以额外的时间消耗是非常小的。